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There is an urgent need to understand and benefit from artificial intelligence within schools. 
However, government policies that focus on academic integrity and duty of care do not 
address how students can leverage AI to enhance their learning nor how teachers can 
intentionally design assessments to account for AI. The Australian Framework for 
Generative Artificial Intelligence in Schools suggests that assessments need to clearly 
state “how generative AI tools should or should not be used” while also permitting a “clear 
and unbiased evaluation of student ability”. This is a worthy aspiration, yet there are 
presently few tools and examples to guide teachers in creating assessments. This 
conceptual paper draws from the field of design to articulate a framework for developing 
assessments that focuses on AI dialogue and trace-augmented critical reflection.  
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Introduction 

Digital technologies have become an inextricable part of modern education. The advent of 

artificial intelligence (AI) tools now provides extended text responses to natural language 

prompts, which can pass for students’ original writing. In fact, a recent report from TurnItIn 

analysed 200 million student papers and found that one in 10 may contain AI-written language 

in 20% of their content (Hoover, 2024). While assessment ostensibly provides students with 

an opportunity to represent their knowledge, school-based assessments also enable schools 

to make standards-referenced judgements, support selection decisions, and align with 

national curriculum (Newton, 2007). Because AI can produce high-quality responses to 

common educational tasks, it raises “fundamental questions about what educators worldwide 

should be teaching and how students should be assessed” (Bower et al., 2024 p. 2). 

Policies that focus on academic integrity and duty of care do not address how students can 

leverage AI within disciplinary learning or how teachers can intentionally design assessments 

to account for AI. Polices also fall short of considering how “speculative capture” (Nichols et 

al., 2024, p. 5) entangles textual production with an AI platform’s governing logics. As human 

and artificial cognition continues to increase in capability (Siemens et al., 2022), it can be 

challenging to discern, within an assessment response, what has originated from human 

cognition. Consequently, human-AI interactions need to be accounted for by design within the 

assessment process to give educators insight into the interplay amongst students’ cognition, 

reflection, and composition. 

We begin with the premise that the rapidly evolving digital landscape requires that school-

based assessment fully accounts for students’ learning practices, which are reflected within 
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their composition processes. Process-focused assessment allows teachers to “evaluate the 

process of learning as well as the outcome” (Dixson & Worrell, 2016, p. 157), which shifts the 

focus away from assessing outputs as the primary artefacts that represent student knowledge. 

The landscape of AI tools, capabilities, and approaches is so broad and fast-moving that 

treating it like a fixed technology with a fixed set of skills and a fixed curriculum will be 

insufficient. Instead, for inspiration on how to concurrently assess both AI skills and acquisition 

of relevant knowledge in such a dynamic environment, we turn to design pedagogy. 

The creative design domains – including architecture, interaction design, product design, 

and more – have a tradition of practice-based studio education where formative assessment 

is in the form of "crits”, or constructive critical review by practitioner-educators (Tovey, 2015). 

In domains where each student or group may be solving a completely different problem in a 

completely different way using a completely different methodology, feedback focuses as much 

on the acquisition of self-analysis, autonomy, critical thinking, and other metacognitive 

strategies as it does on demonstrating proficiency in the specific domain of relevance (Tovey, 

2015). The key idea here is that design is a practice, and a student’s development of that 

practice, can only be assessed through observing and reflecting on the process of design, not 

its outputs. Daniel et al. (2023) have called for a “new form of evaluation” of the “process and 

products” (p. 34) of AI-augmented writing, and inspired by design pedagogy, we propose this 

can be achieved through leveraging AI-human dialogue and promoting trace-augmented 

critical reflection. 

A framework for developing assessments 

Rather than positioning AI tools as a hindrance or a threat to fair and ethical student 

assessment, teachers need an approach to assessment which recognises that AI 

technologies will evolve and proliferate, likely in ways that current education policies and 

systems do not envision, let alone account for. We offer a framework that is technology-

agnostic, in that it is designed for the current wave of AI tools and will continue to be relevant 

as those tools evolve (see Figure 1). The framework builds upon traditional composition 

assessments by introducing two interrelated measures for assessing the process of 

composition: 

1. The dialogue that occurs between learner and technology; and 

2. The need for critical reflection upon this creative process, of which dialogues with 

technology are a part.  

The framework responds to the Framework for Generative Artificial Intelligence in Schools’ 

(Australian Government, 2023) call for teachers to show how AI tools should be used and to 

ensure clear and unbiased assessment. These elements are expanded upon below and then 

applied within an illustrative example from the discipline of English. The framework allows us 

to envision an arc for students’ engagement with AI throughout high school as they learn how 

to utilise AI to support their development as writers within specific disciplines. 
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Figure 1: A technology-agnostic framework for developing composition assessments 

 

 
 

Dialogue between learners and AI 

The output produced by an AI tool emerges from an ongoing interaction between the user’s 

original contributions and the AI’s data-derived responses (Tang et al., 2024). This interaction 

between human and technology can be conceived of as a dialogue, involving both words and 

actions from each party (Hornbæk & Oulasvirta, 2017). The submission of the dialogue 

between learner and AI as an artefact of the student learning process provides teachers with 

insights into the pathways of their students’ thinking and learning. AI-learner dialogues reveal 

where the student started, which party contributed what, and what strategies were used to 

conceive, develop, refine, and finalise work. This is critical for establishing academic integrity, 

but it also encodes content knowledge and directs teacher feedback. Boud and Molloy (2013) 

argue that teachers need a “richer conception of what feedback is and a broader notion of its 

scope” (p. 5) in order to overcome simplistic notions or outright misconceptions about the 

function and value of feedback. Whenever a student decides to integrate AI-generated 

content, they are making a judgement of that content’s quality, and that judgement will be 

reflected in the dialogue, which provides a basis for teachers to offer targeted, meaningful 

feedback. 

Human-AI collaboration leaves procedural traces: the “chat history”, or record of messages 

between the student and the tool that led to the eventual artefact, and it is this dialogue which 

we propose educators focus on for both critical reflection and assessment. In an LLM, this 

might be a literal chat history, and in a text-to-image context this might be a family tree of 

captioned images, connected by links indicating changes to prompts, and so forth (as in 

Secretan et al., 2008). Agnostic of AI modality or capability, these traces represent the AI-

learner dialogue in a way that can be employed to augment reflection, learning, and 

assessment alike. While it has been suggested that passive approaches to interacting with AI 

may reduce learning performance (Wang et al., 2023), learner-centric active engagement with 

AI may do the opposite (Long & Magerko, 2020). Specifically, it can support what Hattie and 
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Timperley (2007) conceptualise as error detection skills and self-regulatory proficiencies by 

encouraging students to use AI within self-feedback. 

Categorisations of learner-AI interactions are beginning to emerge in the literature. Shibani 

(2023) suggests that LLM-assisted writing includes planning/ideation, information 

seeking/evaluation, and writing/presentation, each of which can be demonstrated deeply, 

shallowly, or not at all. Within each of these categories (and perhaps more as the field 

develops), there are strategies for how to engage effectively and critically with the tool, most 

of which require the learner to demonstrate knowledge of the content. For example, whenever 

a student asks an AI tool to revise content, we know good AI practice is to provide specific, 

actionable feedback on how the content should be revised (Diao et al., 2023, Wang et al., 

2024). The AI dialogue represents a window into a student’s writing process not unlike finding 

the old, discarded journals of a famous author, full of half-baked ideas and discarded first-

drafts. Just as in design pedagogy, the best window into a student’s practice is encouraging 

reflection on their process (Coorey, 2012), and class-level reflective discussion of AI-

augmented writing has been shown to help students develop their notions of writing, 

authorship, and academic integrity (Fyfe, 2023). Building on this emerging practice, classroom 

activities could be constructed around modelling, critiquing, sharing, and discussing strategies 

exhibited in AI-learner dialogues. 

Trace-augmented critical reflection 

By leveraging the traces of human-AI dialogue, students can engage in critical reflection to 

enhance understanding of their writing processes and disciplinary learning practices. Again, 

taking inspiration from design pedagogy, this can take the form of annotations on the dialogue 

(Ball et al., 2009) or else another kind of reflective activity (e.g., reflective writing task about 

the dialogue, video discussion of the dialogue, presentation, etc.). By including such activity 

within the assessment, students are encouraged to reflect upon their co-composition process 

with the technology by considering key moments that were instrumental in shaping the 

resulting output. This serves purposes for both student and educator. It aids the student’s 

learning by needing to reflect upon their composition process and their own role within this. It 

also aids the educator in making a (likely unwieldy) dialogue more easily assessable by 

highlighting salient features in a dialogue, aiding judgements about which parts of a 

composition are AI-initiated or human-initiated, and offering insight into students’ evolving 

understanding of how they represent their disciplinary knowledge within a given assessment 

task. 

This kind of activity can be customised to feed into further exploration of AI capability, 

academic integrity, or content. It can also be construed as a peer reflection activity in which 

students peer review one another’s AI-learner dialogue. In this kind of assessment-as-learning 

activity, students might be asked to critique the AI dialogue strategies of their peers: How did 

they use AI, and in what ways was/wasn’t that successful? What alternatives might be tried? 

What content knowledge could have been used better in prompts? How did the AI dialogue 

address key elements of the assessment task? In addition, teachers can actively model how 

to generate and reflect upon human-AI dialogue, and learners can share transcripts in small 

groups, identifying and categorising successful (and unsuccessful) ways that working with the 

AI tool helped their learning. 

Worked example: Applying the framework to the English curriculum 

In the context of English, the inclusion of dialogue and/or critical reflection alongside 

composition not only highlights the pathways to the conclusions that students arrive at, but 
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also reveals the specific choices they make in refining and representing their disciplinary 

knowledge. The framework accounts for student agency in their interactions with AI, but also 

requires accountability in terms of how AI contributes to their processes and outputs, which 

allows students to demonstrate their ability to grapple with disciplinary understanding, 

analysis, and evaluation within a given output. By including the AI dialogue, or the critical 

reflection, or both, within an assessment task, teachers obtain evidence of students’ processes 

in synthesising knowledge and developing skills that sit at the convergence of artificial and 

human cognition (Markauskaite et al., 2022). 

The framework encourages students to critically engage with AI-generated content and 

fosters a comprehensive understanding of the tool. To demonstrate, we examine a common 

task type: an analytical essay on a Shakespearean drama, a text selection which aligns with 

the requirements of the New South Wales Stage 5 English syllabus (New South Wales 

Education Standards Authority, 2024a) for students in Years 9 and 10. The proposed task 

asks students to use AI and compose an analytical response: 

In Macbeth every supernatural event either provokes an action or results from one. 

Considering the above statement, analyse how Shakespeare constructs his play 

Macbeth with events of supernatural intervention that shape the decisions, actions 

and ultimately the fate of key characters in the play.  

Within your response, analyse Shakespeare’s use of language, dramatic and 

structural features, submit an annotated transcript of your AI dialogue, and/or 

include a critical reflection evaluating your use of AI. 

Our conceptualisation for the student submission for an assessment such as the one 

above, would be a two-part submission of both product, the analytical essay, and the process, 

namely the AI dialogue and/or a critical reflection that evaluates their use of the tool, and the 

value it contributed to the submitted product. This AI-augmented composition that incorporates 

the framework would enable teachers to effectively and accurately assess student 

achievement while also gaining insight into how students developed their literary knowledge 

through utilising an AI tool. In teachers’ marking criteria for the AI dialogue and critical 

reflection, they can include specific criteria for assessing students’ processes to examine how 

they:  

• Demonstrate effective ability to engage in AI dialogue with accuracy, relevance, and 

iteration. 

• Show evidence of meaningful understanding and continuation of AI prompts (McTear 

& Ashurkina, 2024). 

• Provide evidence of divergent thinking (Markauskaite et al., 2022) and inferencing 

(McTear & Ashurkina, 2024).  

• Reflect critically on how the AI dialogue deepens understanding of disciplinary 

knowledge. 

• Consider thoughtfully how engagement with AI shapes development of concepts and 

arguments within the composition process. 
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Figure 2: Example of an annotated dialogue between student and AI in response to brief 

 
 

We propose that a task structured by teachers in this way could facilitate a more precise 

evaluation of students’ abilities to monitor, revise, and reflect in order to refine text composition 

(New South Wales Education Standards Authority, 2024b), particularly through the annotated 

AI dialogue (see Figure 2). The practice of critical reflection can identify the emergence and 

development of ideas around the supernatural elements within the play, and the way in which 

these were then furthered by the student through a close examination of textual evidence and 

Shakespeare’s construction of scenes, events, and characters (see Figure 3). The 

development of a central argument, and the ways in which the student came to this may also 

be highlighted, alongside choices in vocabulary, register, and paragraph or sentence 

structures. By looking to the field of design for inspiration, our framework offers conceptual 

and practical ideas for teachers to gain new insights into how students learn as well as how 

they can effectively and ethically represent their knowledge. 
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Figure 3: Example of student critical reflection and teacher marking notes. 

 

 
 

Discussion and conclusion 

There is an urgent need to understand and benefit from artificial intelligence within schools; 

however, there is a lack of congruence between the approaches of educational institutions (as 

seen in policies and assessments) and the technological capacity of current (not to mention 

future) AI platforms readily accessible to students. While tertiary design education has the 

luxury of regular in-person critique as the primary means of formative assessment (Michela, 

2022), the realities of secondary schooling, including curriculum demands and time 

constraints, have often led to an emphasis on product or performance-based assessments as 

key measures of students’ content learning. The technology-agnostic framework offers 

teachers a way to leverage AI though incorporating AI dialogues and trace-augmented critical 

reflections into the assessment process.  

Moving forward, there would be benefit from a substantial investment in teacher 

professional development so teachers can develop capacity to utilise AI within their 

disciplinary pedagogy and assessment in line with the Australian Framework for Generative 

Artificial Intelligence in Schools. By carving out time and space for teachers to explore how AI 

will impact programming, planning, and assessing within their discipline, schools might take a 

positive and proactive approach to learning within the rapidly shifting digital landscape rather 

than a negative and reactive one. Thoughtful, intentional application of AI in schools can work 

to combat the negative impacts of teachers’ workload and work intensification on their health, 

wellbeing, and attrition (Creagh et al., 2023). 

Future theoretical and empirical work can explore pedagogically aligned applications of AI 

to augment how teachers offer constructive feedback and create meaningful assessment 

tasks. The framework also raises questions around teacher workloads, especially around 

assessment in the context of AI. There would be benefit from AI tools that are explicitly 

designed to aid teachers in assessing student work to guide them in implementing the 

proposed framework. 
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